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Science literacy in the twenty-first century: informed trust and 
the competent outsider
Jonathan Osborne a and Douglas Allchin b

aGraduate School of Education, Stanford University, Standford, USA; bMinnesota Center for the Philosophy 
of Science, University of Minnesota, Minneapolis, USA

ABSTRACT  
A primary justification of teaching science to all young people is to 
develop students to become “critical consumers” of science. This 
worthy goal, however, is hampered by a flawed premise that 
school science is sufficient to develop intellectual independence. 
In contrast, we start from the premise that we are all 
epistemically dependent on the expertise of others. Hence, any 
science education for all must develop the capabilities to become 
a “competent outsider” capable of making judgements not of the 
science itself, but whether the source is credible. Essential to 
developing such informed epistemic trust are: (1) a basic 
understanding of the social practices that enable the production 
of reliable knowledge; and (2) a familiarity with the major 
explanatory theories and styles of reasoning that guide the work 
of scientists. These elements provide a framework for the non- 
expert necessary to interpret and understand the work of 
scientists and the claims they make. We show how such an 
education would address three of the four primary aims of 
science education outlined by Rudolph (2022). To achieve this 
goal a substantial reduction of existing standards to an essential, 
but fundamentally different, core is required, while returning 
significant autonomy to classroom professionals.
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Introduction

‘What kinds of education, for example, could substantially improve the ability of novices to 
appraise expertise, and what kinds of communication intermediaries might help make the 
novice-expert relationship more one of justified credence than blind trust?’ (Goldman, 
2001) (p. 109)

Goldman asks the question which is the focus of this paper. What should a science cur
riculum for the twenty-first century look like that helps students to assess scientific claims 
in the media and that is relevant to their personal and public decision-making? Here, we 
offer a vision that is informed and shaped by the new challenges of scientific literacy in 
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the twenty-first century: namely, addressing the alarming growth of scientific misinfor
mation fostered by social media. Essentially we see this paper as an attempt to put some 
flesh on the bones of what it means to be scientifically literate – what are the skills and 
competencies required by the ‘competent outsider’ (Feinstein, 2011). Wheile we do not 
consider our vision to be necessarily complete, we do claim that it offers a new perspec
tive by focusing on the key issue of what is needed for informed epistemic trust in science. 
In doing so, we reflect on the cultural challenge posed by scientific misinformation and 
how our view might fit with other visions of the purposes of science education.

Indeed, why teach science? Rudolph offers a succinct and historically grounded answer to 
the question, identifying four broad reasons (Rudolph, 2022). One is the need to imbue 
young people with scientific methods of thinking; a second is to enable them to become 
informed citizens and consumers of scientific knowledge for personal and public 
decision-making (Osborne et al., 2023). A third is the liberal argument that science rep
resents one of the great intellectual achievements of humanity, and that students are ‘heirs 
to an inheritance of human achievements’ and ‘the thoughts, beliefs, ideas, understandings, 
procedures and tools’ which only an education in science can provide (Kind & Osborne, 
2017; Oakeshott, 1965). The fourth is the utilitarian argument that scientific knowledge pro
vides the foundation for scientific careers and ensures an enduring supply of scientists 
necessary to sustain a growing economy. A version of all these arguments can be found in 
A Framework for K-12 Science Education (National Research Council, 2012).1

The case that all students should be educated in science is reliant on a mix of the first 
three arguments. Yet, in enacted curricula, it is the fourth goal, the career-oriented one, 
that has always predominated while the other goals have languished in the shadows 
(Banilower et al., 2013; Banilower et al., 2018; Lindsay & Otero, 2023; Mehta & Fine, 
2019). In pursuit of this fourth goal, it is the practices of expert scientists that have 
served as a model to which science education should attend. ‘Knowing science’ – even 
as a citizen or consumer – has been equated with the capability to know and think 
like an expert scientist (Roberts, 2011)

Effectively, it is the economic imperative that school science should produce the next gen
eration of scientific and technical personnel that has eclipsed Rudolph’s first three goals. 
Indeed, the economic argument has been invoked so many times over the past hundred 
years that it has become an unchallenged mantra of faith. Table 1 offers a summary of a 
sample of the influential reports that have propagated this message over the past 100 years.

In contrast, Beyond 2000: Science Education for the Future (Millar & Osborne, 1998) 
developed a fuller, more coherent, and articulate vision of what an education for the 
non-scientist might be – one that was more closely aligned with Rudolph’s other three 
goals. This report was exceptional in that it led to the development of a high school cur
riculum (Millar, 2006) that was supported by a commercial publisher, and then fully 
implemented in a large minority of UK schools. As such, this curriculum provided a foun
dational model focused on Rudolph’s first three goals which were compulsory for all stu
dents and an additional module for those who wished to pursue further study of academic 
science. This program, however, was resisted by the political forces who saw it as a threat 
to the traditional form of science education, and this reform was ultimately abandoned 
when new standards were introduced with a change of government (Millar, this issue).

This singular focus on the Rudolph’s fourth goal has been perpetuated in part by the 
rhetoric of a scientific community that has sought to prioritise the future supply of 
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professional scientists, and sustain their own funding (Charette, 2013; Palmer et al., 2018; 
Teitelbaum, 2007). Yet only 5.5% of the current workforce in the U.S specifically requires 
such technical knowledge (National Science Board, 2022). Even considering the 
additional 8.4% who work in Science and Engineering related professions, there 
remains the 86.1% (7 out of every 8) whose legitimate needs are ignored by the 
primary focus of standard science curricula. Thus, while the needs of the majority are 
acknowledged in principle, the reality is that they have been continually and unjustly 
neglected for the interests of a minority.

Our view is that the needs of the majority, the 86%, are even stronger and more visible 
today than they ever were. As Polman et al. (2014) argue: 

Young people weigh the health risks in getting a tattoo, playing football after a concussion, 
or going to a tanning salon. On a daily basis, they decide whether to drink soda and the latest 
boutique sports drinks, eat fast food, or buy a bracelet that claims to boost strength. They 
worry about their dad who has diabetes and their grandmother fighting breast cancer. In 
the future, they and their family members will decide whether to try alternative medicines, 
new drugs, or undergo an invasive procedure for health conditions they face.

Yet to answer such questions students are confronted with a flood of misinformation, 
ersatz science and bogus experts, all purporting to have good answers to their genuine 

Table 1. Sample of reports from 1918–2014 putting the case for the fourth goal of science education.
Date Author Extracts/Rationale

1918 Report of the Position of Natural 
Science in The Educational System 
of Great Britain.

UK Committee 
appointed by the 
Prime Minister

‘How necessary Science is in war, in defence 
and offence, we have learnt at great price. 
How it contributes to the prosperity of 
industries and trade all are ready to admit’ 
(p. 10).

1968 Enquiry into the flow of candidates in 
science and technology into higher 
education. (UK)

Dainton F.S Concern about the economic consequences of 
the turn away from science by high school 
students and the threats it posed to science 
and technology

1983 A Nation at Risk Gardner, D. P., Larsen, 
Y., & Baker, W

Concern about the economic competition from 
Japan, South Korea and Germany

2005 Rising Above the Gathering Storm: 
Energising and Employing America 
for a Brighter Future

National Academy of 
Sciences

‘Enlarge the pipeline of students who are 
prepared to enter college and graduate with 
a degree in science, engineering, or 
mathematics by increasing the number of 
students who pass AP and IB science and 
mathematics courses’(p. 6).

2010 Rising Above the Gathering Storm 
Revisited: Rapidly Approaching 
Category 5

National Academy of 
Sciences

‘It has increasingly become recognised that to 
be competitive in the global technology- 
dominated marketplace requires a highly 
qualified workforce. This in turn demands 
that virtually all job-seekers be at least 
‘proficient’ in mathematics and general 
science (p. 47).

2014 A Vision for Science and Mathematics 
Education

Royal Society, UK ‘Science, technology, engineering and 
mathematics (STEM) education has a vital 
role to play in developing flexibility and 
resilience in the new Information Age, 
providing young people with knowledge and 
skills that are valuable in life and work and 
routes to careers in economically important 
sectors’ (p.17).

(Committee to Enquire into the Position of Natural Science in the Educational System of Great Britain, 1918; Dainton, 
1968; Gardner et al., 1983; National Academy of Sciences, 2005, 2010; The Royal Society, 2014).
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concerns. In addition, research shows that they are poor at evaluating the credibility of 
such sources (Breakstone et al., 2021b).

Moreover, to make informed choices when answering these and other questions we 
are increasingly dependent on the expertise of others – something which philosophers 
have called epistemic dependence (Hardwig, 1985). Being epistemically dependent 
requires students to recognise the limits of their own knowledge – in short, epistemic 
humility. A primary challenge of any education for citizenship, then, becomes redu
cing the gap between the expert and the non-expert, by helping to build the basis 
for informed trust. Students have to be educated in the capabilities necessary to evalu
ate specialised expertise and recognise the bounded nature of their own knowledge 
(Nichols, 2017; Simon, 1955) – a situation whose challenge is captured by Goldman 
(2001, p. 109) in our initial quote. How then, can we help students learn who 
speaks for science, and, why they should trust the consensus of the relevant scientific 
experts (Oreskes, 2019)? Essentially, why should we give pre-eminence to Rudolph’s 
first three goals, and how should they be realised?

The neglect of the first three goals of science education persists – in part because 
there has been little emergent consensus around how to articulate an alternate con
ception of scientific literacy. Indeed, the field has seen multiple attempts, over many 
decades, to conceptualise ‘scientific literacy’ (DeBoer, 2000; Norris & Phillips, 2009; 
Roberts, 2007). No consensus has emerged, however. The consequence is that ‘scien
tific literacy’ has been reduced to little more than an ambiguous programmatic term – 
one which all can endorse, while holding conflicting conceptions of what exactly it 
means (Norris et al., 2014). Moreover, this multiplicity of divergent meanings has 
led to a failure to operationalise any of these definitions as concrete competencies 
or assessable outcomes in the K-12 curriculum. For example, less than five out of 
the 200 performance expectations in the NGSS can even remotely be characterised 
as measuring the abilities required to distinguish trustworthy scientific information 
from misinformed or bogus claims.

In this paper we seek to salvage scientific literacy from such vagueness and lack of 
clarity by describing some specific outcomes we believe any set of standards and their 
associated curricula for all must, at a minimum, address. Core to our argument is that 
any science education of value, whatever else it may do, must prepare students to 
become competent outsiders – that is, non-experts with sufficient knowledge of, and 
about science to make evaluative judgements of credibility that can warrant their trust 
in science-related information (Feinstein, 2011).

We begin with a critique of what exists, arguing that current standards are based 
on two flawed assumptions which are unjustified. We then discuss the nature of 
the challenge: how best to educate students (even future scientists) who, as non- 
experts, will be epistemically dependent on experts. This leads us to define two essen
tial curriculum components: (1) an understanding of how the social structure of 
science supports the production of reliable knowledge and how this knowledge is 
then shared; and (2) an appreciation of the overall structure of scientific knowledge 
and its disciplines, its foundational theories and concepts, and how scientists reason 
from empirical evidence. We conclude with a vision of ‘the way forward’ and how 
it might be enacted.
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Two persistent problems with science education

Developing any vision of what should be done is dependent on identifying what is 
missing or neglected, and yet important. Existing curricula draw consistently on two 
notions that we regard as deeply problematic. Both arise from the overemphasis on edu
cating future scientists. The first is a failure to recognise the inevitable and inescapable 
reliance of non-scientists (including scientist themselves when issues fall outside their 
own specialism) on scientific experts, and what the consequences are. The second is a 
belief that a school-based knowledge of science is sufficient for most to achieve intellec
tual independence.

Our modern culture divides its intellectual labor. Specialised knowledge is distributed 
across a diverse array of experts (Nichols, 2017). Our ability to know everything, and 
even the time to learn it, is limited. In short, our individual knowledge is bounded 
(Simon, 1955). We rely on others who know more than we do for a whole range of 
specific topics (Goldman, 2001; Hardwig, 1985). This condition of epistemic dependence 
is especially true for science. The non-expert simply does not have the expertise to spot 
experimental flaws, to recognise cherry-picked data, to detect flawed statistical analyses, 
to consider unstated alternative hypotheses, and more. Evaluating complex scientific evi
dence and explanations can only be done competently by scientific experts and not the lay 
public. As we cannot all be science insiders, we must learn to be competent outsiders.

Accordingly, the primary challenge for the non-expert is how to find expert sources 
and assess their credibility. Whose expertise can we trust (Goldman, 2001)? In the 
case of lawyers, doctors or plumbers, such judgements are often made on the basis of pro
fessional reputation or personal recommendation (Origgi, 2019). The case of science, 
however, is different. We are generally not concerned with the judgments or advice of 
individual scientists. Rather, scientific knowledge is established by a consensus of rel
evant experts. We trust the critical dialogue among them to have exposed any biases 
and filtered out errors.

Being a competent outsider involves trust – but not blind trust as we have good 
grounds for trusting others. For example, most readers of this journal probably accept 
the anthropogenic basis of climate change. Few, if any (we suspect), have reviewed the 
vast body of evidence or the arguments and assessed it all for themselves. Even the 
authors of the authoritative report of the Intergovernmental Panel on Climate Change 
(IPCC, 2021) have not done that. Rather, the IPCC members trust each other’s con
clusions. They (and we) trust their expertise. They (and we) trust that the claims have 
been peer reviewed – namely, that each claim has been vetted by fellow experts. As a con
sequence, we are justified in believing that the findings represent the consensus of relevant 
experts. In addition, we trust the specific news media (as responsible gatekeepers) to report 
that consensus faithfully. So, while we rely on trust, it is, nevertheless, informed trust.

An internet that provides instant access to a universe of information leads many to 
wonder, ‘Why do I need expertise when I have access to the evidence myself?’ (Lynch, 
2016)? Indeed, many a website invites us to ‘do your own research’ (DYOR) (Ballantyne 
et al., 2022). While seductive, this appeal invites us to use capabilities we mostly do not 
have. In other words, we all too readily succumb to epistemic hubris: a belief that we know 
more than we actually do. Much better would be to adopt a posture of epistemic humility: 
recognising the limits of our knowledge and competence (Norris, 1997).
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The faith in our epistemic capabilities is sustained by the second assumption of most 
science education – the implicit myth of intellectual independence. This is the belief that 
a school-based knowledge of science is sufficient to evaluate the evidence for scientific 
arguments on our own. It is argued, for instance, that the knowledge developed by 
school science will enable students to ‘generate and evaluate scientific evidence and 
explanations’; ‘understand the nature and development of scientific knowledge’; and 
‘participate productively in scientific practices and discourse’ (National Research 
Council, 2007) and thus become a ‘critical consumer of scientific information’ (National 
Research Council, 2012)(p. 9). Essentially, the NGSS, and so many others like them, take 
for granted an assumption that a commonly shared, career-oriented curriculum can also 
achieve the other three goals of science education. As a consequence, students are pre
sented with a landscape of science populated with such features as Ohm’s Law, the 
Krebs cycle, ox-redox reactions, benzene rings, diffraction and refraction, molar equiva
lents, mitosis, meiosis, gas laws, frictionless motion and many more landmarks. For most 
students, this is an experience of a ‘tortuous technical highway to specialization’ (French, 
1952) which results in little more than a ‘miscellany of facts’ (Cohen, 1952) whose value is 
never appreciated, and whom most abandon at the first available opportunity (Osborne 
et al., 2003; Potvin & Hasni, 2014). Moreover, even with this grounding, intellectual inde
pendence is simply an enduring chimera.

For example, those who believe in the sufficiency of their own intellectual capabilities 
can easily be deceived by plausible (but incomplete) arguments. For instance: are N-95 
masks useless for controlling infections by COVID-19 because the virus particles 
(which are commonly 0.1 µm) are much smaller than the holes (which are commonly 
5 µm or more)? Such an argument would suggest that they are a very poor sieve and 
not effective against infection. What reason would the school-trained student have to 
doubt it? The reason that masks are effective, however, is clear to the specialist. They 
know that the viruses are transmitted attached to much larger respiratory droplets. In 
addition, the particles are in constant random motion, technically known as Brownian 
motion, and thus likely to hit the mesh fibers as they pass through the mask. The 
better analogy for a mask is not one of a flat sieve but of multiple layers of a spider’s 
web (Caulfield & Wineburg, 2023).

Students are now awash in a sea of such (mis)information and plausible but flawed 
arguments propounded by conspiracy theorists, snake-oil salesmen, and those with ideo
logical or political agendas (Höttecke & Allchin, 2020; Kozyreva et al., 2020; McIntyre, 
2018; Nichols, 2017). And while voices of misinformation have always existed, the inter
net and social media have provided a much louder megaphone and, more importantly, 
the means to avoid traditional media gatekeepers such as science journalists (Höttecke & 
Allchin, 2020). The widespread acceptance of unfounded claims (such as the idea that 
vaccines cause autism, that the Earth is flat, or that climate change is a hoax) is of 
grave concern. For, while true knowledge is a collective good, erroneous or fake knowl
edge can be a danger – both individually and collectively. For instance, the idea that vac
cines are unsafe endangers not only the lives of those who hold this idea, but the whole 
community that depends on a high level of vaccination to ensure its health. Moreover, 
research indicates that people of color and marginal populations are relatively more sus
ceptible to misinformation.2 Reforming science education in this way thus also addresses 
issues of social justice.
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Without some foundations of critical competency, future citizens, as non-experts, 
remain vulnerable to the claims made by those who would falsely claim to be experts. 
And without those foundations, citizens are then forced to choose between unquestion
ing belief, or alternatively, outright rejection. Developing a middle ground of informed 
trust and reducing the gulf between these two dichotomous choices must, therefore, 
be a central focus of any science education for all, especially if its avowed goal is to 
prepare ‘scientifically literate’ citizens and consumers.

Educating students for informed epistemic trust – envisioning science 
literacy for the twenty-first century

To develop the competencies to exercise informed epistemic trust in science, an organising 
framework is provided in Figure 1 (Allchin et al., 2024). This maps the construction and 
trajectory of scientific knowledge on its long pathway from test tubes to YouTube. We 
argue that reducing the gap between the expert and the non-expert, and developing the 
capabilities to construct informed trust, requires four elements represented in Figure 1. 

(a) An understanding of the social practices of science and the institutional structures 
that enable scientists to produce reliable knowledge (the Social Checks and Balances 
in the box labeled ‘Expert Scientific Community’).

(b) An appreciation of the nature and potential pitfalls of mediated communication (the 
box labeled ‘Science-in-the-Wild’).

(c) A familiarity with the major explanatory theories developed by science of the natural world 
and the basic entities that exist (represented by the ‘scientific consensus’ in Figure 1).

(d) Some appreciation of the empirical basis of science and of the diversity of modes of 
reasoning used to warrant the claims advanced by science (shaded box labeled 
‘Scientific Reasoning’). 

In what follows, each of these elements (a)-(d) is addressed separately.

Figure 1. The pathway of scientific information ‘from test tubes to YouTube’. Reproduced from Allchin 
et al. (2024).
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(A) The social practices of science

The ultimate goal of science is the production of reliable knowledge. Non-experts first 
need to know just how that knowledge is generated and validated. Unfortunately, the 
image presented in much current instruction is a caricature of a singular, mythical 
‘scientific method’: Scientists develop hypotheses. Then they devise tests. And finally, 
they make simple logical conclusions based on the results. They then publish their 
conclusions in a scientific journal. There is, of course, some truth to this (shaded 
box in Figure 1). But in this view, any published paper or statement by a scientific 
expert will count as authoritative science. Alas, this is not true. Any single paper 
may still contain errors. It may be biased by theoretical preferences, by ideology, or 
by gender, race, culture, or conflicts of interest. Or other scientists may have found 
conflicting results. To be considered reliable, claims have to be thoroughly reviewed 
and properly vetted. That is, not only must claims be empirically sound, but they 
must also survive the slings and arrows of expert critique. Or as Metropolis et al. 
(1984) expressed it – ‘science is the business of learning not to make the same 
mistake again’ (p. 177). Sociologist Robert Merton (1973) called it ‘organized skepti
cism’. Fundamentally then, science is a social process undertaken by a community 
of experts (Alberts, 2022; Holden Thorp et al., 2023; Ziman, 1968) What knowledge 
of the social processes of science, then, would be useful to judge scientific claims 
that lie beyond our knowledge and expertise advanced by unknown individuals?

Checks and balances

Clearly one element to informed trust is an understanding of the role of peer review. 
Viewed narrowly, ‘peer review’ refers to the process by which fellow experts evaluate 
written reports to determine their suitability for publication in academic journals, con
ference proceedings, or books. But peer review is not perfect. The process is not 
designed to catch every logical or methodological error in a scientific study, 
let alone to detect deliberate fraud. For example, peer reviewers do not attempt to 
replicate the experiments or even the statistical analyses described. Rather, the 
authors’ work is taken as having been conducted in good faith, by individuals of suit
able skill who have correctly carried out the procedures described. And while peer 
review is an important filter for detecting error and low-quality (or non-expert) 
work, it cannot be a guarantor of correctness. By situating the work in the context 
of other research, however, it merely enriches the pool of published papers of work 
that is considered as competent and a potential contribution to knowledge, however 
small.

What the competent outsider needs to appreciate and understand is that the scien
tific community also relies on peer review in a much broader sense. Scientists begin by 
vetting one another’s work long before a manuscript is submitted to a journal, and 
continue to do so long after publication. Most research funding is allocated through 
peer review of competitive grant proposals. Later, peers critique each other’s work 
in the early stages of development: at scientific meetings; by sharing draft papers 
through informal communication networks; and in response to working papers or pre
prints posted to online such repositories as arXiv, bioRxiv, and medRxiv. Scientists also 
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review and discuss each other’s work after reports have been published, either in 
person, through correspondence, in meta-analyses of the research on a given topic, 
or on social and online platforms, such as pubPeer, that have been designed specifically 
for this purpose. Such review enables a more thorough evaluation through peer criti
cism at all stages of the process – all of which helps expose errors of execution and 
biases in interpretation (Longino, 1990; Ziman, 2000). In short, science has developed 
a set of social practices that enable and support epistemic checks and balances. Such 
knowledge is key to to the basis of the informed trust in claims that lie beyond our 
sphere of expertise.

The significance of consensus

No scientific claim is formally settled until the relevant experts agree and the community 
arrives at a consensus. Consensus is the result of sustained discourse and negotiation 
through successive rounds of research. Results and models must demonstrably guide 
further investigation. Exceptions and anomalies must be examined; limits of generalis
ation, tested. Contradictory experimental results must be resolved; conflicting theoretical 
interpretations, reconciled (Allchin, 2012; Ziman, 2000). Confronted with any scientific 
claim, the basic question the competent outsider must ask is whether there exists any 
consensus amongst scientific experts.

Yet, there are many scientific topics in ongoing research on which experts disagree – 
sometimes vehemently. Outsiders may portray this as a weakness: namely, if scientists 
cannot agree, then surely the evidence and arguments are worthless? The reality is 
exactly the opposite. Debate is a normal part of science-in-the-making. More fundamen
tally, it is a sign of a healthy, active scientific community, still engaged in research. Ideas 
which survive attain the apotheosis of scientific work – a consensus amongst the scientific 
community. So widely held and agreed are they that they then populate the pages of stan
dard scientific textbooks (Latour & Woolgar, 1986).

Any consensus is the product of a body of work, sometimes taking decades, 
which has undergone critical examination. Institutions, such as the AAAS, CDC, 
FDA, EPA, IPCC, WHO, and various national academies are the formal bodies of 
experts that help to debate and document any established consensus (see Figure 1, 
top box). They support the structure of critical scientific discourse by publishing 
journals and sponsoring conferences. Sometimes, they also convene panels to help 
articulate the scientific consensus and to assist in communicating that knowledge 
in public statements or outreach. As such, scientific institutions are another impor
tant part of the social system of science.

Identifying if an expert consensus exists is, therefore, what the competent outsider 
should be seeking to do. It is an essential element to establishing warranted trust. 
And such trust is integral to accepting the scientific conclusions on the safety of vac
cines, GMO foods, the efficacy of drugs, the dangers of vaping, and more (Oreskes, 
2019).

Yet virtually no science education standards or institutionalised curricula address 
these elements and their importance, even, ironically, those curricula that aim to teach 
the nature of science, ‘how science works’ or what it means to be ‘working scientifically’. 
Remediating this deficiency must be an urgent priority.
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(B) The challenges of science communication

Establishing that a consensus of the relevant scientific experts is a trustworthy benchmark 
for the competent outsider is an important foundation. One might imagine that this 
should solve the dilemma of who, or what, to trust. But consider a notable contemporary 
case. Should we vaccinate our children? Experts from the Centers for Disease Control 
(CDC) and other medical institutions recommend it strongly. But many contrarian 
voices exist – among them, political leaders, celebrities, and even some doctors. They, 
too, often appeal to science. Some contend that the scientists at the CDC or at pharma
ceutical companies are poisoned by ideological corruption and conflict of interest. Whose 
view of ‘science’ should one trust?

The problem for the non-expert is one of distinguishing genuine science from faux 
science in the untamed ‘wilds’ of the internet and social media. This is the science that 
lies outside the boundaries of the expert scientific community: what we choose to call 
‘science-in-the-wild’. (e.g. (Gieryn, 1999); see lower box in Figure 1). While attempts to 
present bogus claims as legitimate science have always existed, social media and the inter
net provide an environment which has enabled an invasive species of misinformation 
disguised as science to flourish. How is the competent outsider – a non-expert – to 
decide what counts as science or who speaks for science (Allchin, 2012, 2022)?

The purveyors of disinformation know that science occupies the epistemic high 
ground. Hence, rather than reject the science outright, they claim that their work is legit
imate science. To this end, they often endeavor to imitate the hallmarks of science, and to 
make their clams look like they are credible science (Allchin, 2022). For example, they 
may claim expertise, but use false credentials. They may report results from a journal, 
but one that is not peer-reviewed. To discount the consensus, they may offer cherry- 
picked evidence, or present plausible but ultimately misleading arguments. Or they 
may even tout a bogus ‘alternative’ consensus such as the long lists of signatures 
against climate change assembled in the 1990s – for example, the Leipzig Declaration 
and the Oregon Petition (Goldberg et al., 2022). They may also create bogus institutions, 
with impressive names, pretending to represent an authentic scientific community. In 
short, this is a problem that has emerged in recent decades because of the way science 
is used and abused.

The first judgement to be made by the competent outsider of any science-related claim 
should not be ‘what is their argument?’ nor ‘what is their evidence?’ but: who is making 
this claim, and for what purpose? Do they exhibit a conflict of interest: a context in which 
they may gain something for themselves by misleading us into believing certain things? 
For example, fossil fuel companies profit from denying climate change, or alternatively, 
enlisting others to do so on their behalf (Union of Concerned Scientists, 2007). Similarly, 
manufacturers of sugared beverages benefit from misleading scientific messages about 
the role of fats vs. sugars in obesity, or the role of exercise vs. caloric intake in dieting 
(Nestle, 2018; O’Connor, 2015).

The second judgement is whether the source reporting the claims has either legitimate 
authority or legitimate expertise to represent the scientific consensus. Science is a highly 
specialised activity. Normally the minimum requirement for expertise is a PhD within a 
well-defined area. Further markers of expertise are credentials such as a body of relevant 
publications in well-respected scientific journals, a program of funded research, or an 
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academic position within a university or research organisation with standing within the 
scientific community. Other markers of note are awards or distinctions, such as elected 
Fellows of scientific institutions, Nobel or other prestigious positions within scientific 
institutions. Alternatively, an indicator of credibility is a track record of reliable and 
informed reporting and the authority to speak for science.

All of these checks establish whether the source can vouch for the scientific consensus. 
For example, scientific institutions and leading experts may generally be considered reliable 
sources. Experienced science journalists, too, may be knowledgeable and (even if they are 
not scientists themselves) have the resources to consult with the appropriate experts in the 
field (Osborne et al., 2022; Zucker et al., 2020). In addition, students should be alerted to 
various persuasive tactics. For example, industries may wish to generate an aura of scien
tific uncertainty in order to postpone public policy actions adverse to their business, even 
when the relevant scientists have reached a firm consensus (Michaels, 2020; Oreskes & 
Conway, 2010).3 An ambitious dissenter may style himself as another Galileo – a heroic 
lone voice who defends truth against an intellectually corrupted establishment (Johnson, 
2018). Efforts at persuasion may come in the form of flooding the media with repeated 
messages, or appeals to one’s social group or identity, along with many other techniques 
(Allchin, 2022). Others may encourage the naive consumer to ‘Do Your Own Research’ 
and then provide biased information. Indeed, there are many strategies in the ‘disinforma
tion playbook’ (Union of Concerned Scientists, 2019). Foremost is that the purveyors of 
misinformation try to distract the consumer from ever probing their credibility.

Making these judgements of credibility requires a suite of competencies developed by 
those working in media literacy, for example: ‘click restraint’ – looking not at the first 
source that emerges in a Google Search, but for the one that might be the most trustworthy; 
or ‘lateral reading’ – opening another tab, exploring what can be learnt about the source the 
source using other reputable sources using dependable sites like Wikipedia, Snopes.com and 
websites of respected institutions (Breakstone et al., 2021b; Caulfield & Wineburg, 2023).

Such competencies must be developed in science classrooms because the warrants so 
commonly used are ostensibly scientific. Only science teachers can illuminate what dis
tinguishes good science from the bad – essentially the significance of consensus, the role 
of peer review, and what the markers of scientific expertise are. In short, who can legiti
mately speak for science? Hence, as argued in the report Science Education in an Age of 
Misinformation (Osborne et al., 2022), media literacy has now become an essential com
ponent of scientific literacy in the (Mis)Information Age of the twenty-first century.

(C) An understanding of the major explanatory ideas of science

The third enduring goal of science education in Rudolph’s analysis embodies the huma
nist view that science is a great intellectual achievement. Students are heirs to the major 
explanatory ideas that have helped us to understand the material and living world (Kind 
& Osborne, 2017; Oakeshott, 1965; Rutherford & Ahlgren, 1989). We could not agree 
more. Understanding a set of basic ‘big ideas’ and their intellectual achievement has to 
be a major goal articulated in any vision of science education (Harlen, 2010). Moreover, 
it is an essential knowledge for the competent outsider as the trust between the expert and 
non-expert is increased when the concepts and ideas that permeate the discourse of the 
expert are at least recognisable and familiar to the non-expert.

INTERNATIONAL JOURNAL OF SCIENCE EDUCATION 11



Moreover, incorporating this goal more overtly would also encourage the exploration 
of the scientific contributions from diverse cultures and by scientists of all backgrounds. 
With less emphasis on the narrow utilitarian apprenticeship model there would be more 
opportunity to celebrate the cultural contexts and human dimensions in which scientific 
knowledge is produced and valued. Teachers are ready to describe such achievements as 
the Big Horn Medicine Wheel (of Native American astronomers), the metallurgy of 
ancient India (the production of wootz steel, or the first smelting of zinc), the 
compass of China (or other innovations such as the water clock, paper, printing, earth
quake vane, and gunpowder), the agronomy of equatorial Africans, Oaxacan campesinos 
or farmers in the Amazonian Varzea, to name just a few (e.g. Allchin, 2019; Allchin & 
DeKosky, 2008; Ronan, 1982; Teresi, 2010) as well as the scientific contributions of 
diverse people: women, minorities, and those whose social status obscured recognition 
of their intellect, creativity and labor (e.g. Allchin, 1997; Matyas & Haley-Oliphant, 
1997; Shapin, 1989; Teresi, 2010).

As one of us wrote 25 years ago, a fundamental concern is that: 

We have lost sight of the major ideas that science has to tell. To borrow an architectural 
metaphor, it is impossible to see the whole building if we focus too closely on the individual 
bricks. Yet, without a change of focus, it is impossible to see whether you are looking at St 
Paul’s Cathedral or a pile of bricks, or to appreciate what it is that makes St Paul’s one the 
world’s great churches. In the same way, an over-concentration on the detailed content of 
science may prevent students appreciating why Dalton’s ideas about atoms, or Darwin’s 
ideas about natural selection, are among the most powerful and significant pieces of knowl
edge we possess. Consequently, it is perhaps unsurprising that many pupils emerge from 
their formal science education with the feeling that the knowledge they acquired had as 
much value as a pile of bricks and that the task of constructing any edifice of note was 
simply too daunting – the preserve of the boffins of the scientific elite. (Millar & 
Osborne, 1998) (p. 13)

And science does have explanatory stories to tell. Told well, it is a tale which is both 
awesome and disturbing (Avraamidou & Osborne, 2009). Moreover, it is a tale of 
more than just what we know – it is also a story of how we know, how scientists 
reason and the common tools they use to collect and support the evidence they 
accrue – and then what we can do with such knowledge. How, for instance, is it possible 
to have a conversation with somebody on the other side of the world with no wires con
necting them? How does radiation which is deadly cure cancer? How does a pan on an 
induction hob get hot, while the surface remains cool? Likewise. there are applications of 
science that raise legitimate ethical questions – knowing that it is possible to split an atom 
is one thing, building a bomb that can kill millions from the application of such knowl
edge raises ethical dilemmas vividly captured in the recent film Oppenheimer. Contem
porary technologies such as CRISPR and Artificial Intelligence raise similar questions all 
of which need to be part of the conversation if compulsory school science is to have sal
ience and relevance for students.

Here, however, we wish to highlight another important reason for learning the major 
explanatory concepts of science necessary to achieving a goal of developing competent 
outsiders. The trust between the expert and the non-expert is enhanced when the con
cepts and ideas that permeate the discourse of the expert are at least recognisable and 
familiar to the non-expert. And while, competent outsiders may not be experts, they 
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are nonetheless entitled to an education that enables them to understand the underlying 
ideas in experts’ conclusions such as atoms, cells, DNA, energy, forces, photosynthesis, 
nutrients, geological history, ecosystems. For instance, a conversation with a doctor or 
a veterinarian will be facilitated by an understanding of the basic structure and function 
of the mammalian body, and the nature of common diseases and their prevention. Jury 
members need to understand in overview claims about liability in bridge collapses or oil 
spills, or forensic evidence in criminal cases, even though they are not experts themselves. 
Such knowledge and understanding also contributes critically to ethical discussions and 
public policy about genetic engineering, gene therapy, artificial intelligence, high-tech 
weaponry, or sharing agricultural or energy technologies with developing nations. 
Thus, learning a foundational core of the major (rather than minor) explanatory con
cepts that guides the work of scientists and engineers is an essential element of educating 
the competent outsider, as well as addressing Rudolph’s third goal of illuminating the 
achievements of science and its cultural value. Clearly what specific ideas and concepts 
should be included is a matter of further debate.

The failure of the standard model of science education to achieve this goal – by focus
ing on the bricks and not the edifice – leaves students bereft of that would help them to 
make better sense of science and an understanding of the social practices that see conten
tion and disagreement as a positive feature. Rather, in singularly pursuing the needs of 
the future scientists, often answering questions they never asked, the evidence shows 
young people’s enthusiasms for science has been sacrificed ‘on the altar of academic 
science education for all’ (Aikenhead, 2023; Osborne et al., 2003; Potvin & Hasni, 
2014). Nurturing interest in pursuing science as a career requires students first to be fas
cinated, intrigued and inspired by the prospect. In short, teaching the cultural value of 
science, its social relevance and the diversity of contributors may, ironically, not only 
be an essential element of the education of the competent outsider, but also a prerequisite 
to the subsidiary economic goal of sustaining a healthy research workforce. For, above all, 
enthusiasm for the academic study of science requires interest and fascination.

(D) Scientific reasoning

Rudolph’s first goal – imbuing young people with scientific modes of reasoning is also an 
important element of educating the competent outsider. Arguments for its value have 
been made ever since its inception (Dewey, 1910; Layton, 1973). Science uses a diversity 
of styles of reasoning (Crombie, 1994; Kind & Osborne, 2017) and illustrating these 
forms of reasoning should be a significant feature of any curriculum. Why is it, then, 
that science education commonly restricts itself to the hypothetico-deductive method? 
Despite decades of criticism, the widespread myth still exists that the production of 
reliable knowledge simply requires the application of a singular scientific method. Essen
tially, that all that reliable knowledge requires is the application of a hypothetic-deductive 
argument using experiments that have controlled all the relevant variables4 (Rudolph, 
2019).

Yet many arguments in science are abductive – developing explanatory models that 
seek the simplest and most likely conclusion from evidence. And they are not hard to 
exemplify. For instance, the following example drawn from the experience for one of 
us from the early Nuffield Schemes in Britain. 
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As class of 11-year-olds, we began by growing crystals on pieces of string in saturated copper 
sulphate solution. This required several attempts, but after 2–3 weeks we all had a selection 
of crystals. We removed them from the solution and compared them – most of us childishly 
obsessed with who had the largest. However, the teacher asked us to look at the crystals and 
tell us what we noticed. They were blue. They had a strange shape (rhomboidal). None of us 
had grasped the feature to which he next drew our attention – that they were all the same 
shape regardless of size. ‘How could that be?’ he asked. The obvious observation was pro
foundly dumbfounding. Here, the teacher helped us interpret the puzzle. Had we seen 
grocery displays of stacked oranges? ‘Yes, of course’, we replied. But had we noted the 
clean lines like our crystals? ‘Is the shape of the stack not the same whether it is a small 
stack or a large stack?’ Here, we had a model for understanding the atomic structure of 
the copper sulphate, built out of particles too small to see.

Moreover, it was abduction that was used by Darwin in constructing his theory of evol
ution, Wegner in constructing the theory of Continental Drift, or Rutherford’s argument 
for the nature of the atom. Such arguments are also transformative in that they funda
mentally change your view of the world. No longer can we think: – that matter is solid 
and indivisible; that we have always been present on this planet; or that the continents 
cannot move.

And, as well as abductive reasoning, inductive reasoning is essential to establishing 
patterns in the world. Examples are the generalisation that all mammals are warm- 
blooded and respire; all metal oxides are alkali when dissolved in water; or forces 
always come in pairs. Essentially, a major endeavor of science is the search for patterns. 
This often requires probabilistic reasoning, where scientists use statistical tests to evaluate 
the likelihood that any pattern might exist by chance. But, once identified, the work of 
developing an explanatory hypothesis begins.

Science is a human endeavor, however. So it should surprise no one that scientific 
reasoning may carry traces of its sociocultural contexts or that individual scientists 
may exhibit lapses in reasoning (Allchin, 2001). Or even cultural biases, based on 
gender, race, class, religion, nationality, and so on (e.g. Allchin, 2008a). Exploring 
cases of these offers an important window into the nature of science-in-the-making 
(Allchin, 2012, 2020).

Students will hardly be able to learn about errors and biases through the familiar 
vehicle of student-led inquiry. Classroom inquiries are typically contrived and highly 
artificial in scope and methods. Rather, students will need to engage with case 
studies of science, whether contemporary or historical (Allchin et al., 2014). That is, 
the most effective way to appreciate the meandering (sometimes wayward) paths of 
reasoning is to follow the narratives of real scientists (e.g. (Allchin, 2012)) – even 
those of great renown (Allchin, 2008b, 2009). Case studies show how scientists 
manage these errors. Here, the social practices of science – described above – are 
critical. Students need to see how such problems are resolved within the expert com
munity, and how consensus typically marks the successful resolution of such episodes. 
Individual scientific reasoning is important, yes. But it is also regulated through the 
social dimension of science.

Exemplifying the core commitment of science to evidence and explaining the forms of 
reasoning it uses are an essential component of a science education whose goal is 
informed epistemic trust. Understanding how science justifies its claims to know illumi
nates the epistemic foundations on which scientific beliefs rest.
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The way forward

By failing to offer a window into the social practices that make science an epistemological 
achievement (Harré, 1986; Ziman, 1968), current science education fails to show the 
important reasons for why (and precisely when) science should be trusted. By sustaining 
the utilitarian approach that serves the needs of only a small minority – future scientists – 
its salience and relevance for most students is questionable, if not alienating. Change is 
needed urgently.

But can change be achieved? Science education since the 1960s has seen a cavalcade of 
repeated attempts at thoughtful and careful reforms that have all been and gone (` in the 
US, Harvard Project Physics, ChemComm, BioComm, Klopfer’s case histories, or in the 
UK, SATIS, Science in Process, Science at Work). Veteran educators may justifiably be 
cynical of any attempt at genuine, long-lasting change at the institutional level, 
exposed as it is to the winds of politics and ideological and academic fads. For instance, 
even twenty-first Century Science (Scott et al., 2007), the product of the report Beyond 
2000: Science Education for the Future fell prey to the traditionalists who, drawing on 
the work of E.D Hirsch (1987) and Daniel Willingham (2008), argued for a set of top- 
down standards emphasising foundational knowledge.5

For an educational community interested in transformation and innovation, these 
experiences are salutary. They force us to recognise that the forms and structures of 
science education have become institutionalised and that the neo-liberal project has 
transformed schools from sites of learning and an exploration of culture, meaning and 
identity into institutions whose role is to produce the next generation of workers and 
sustain the research-based competitiveness of the economy (Apple, 1990; Ball, 1998). 
Schools are monitored through national and state tests and teachers are under pressure 
to ensure that their students do well. The overwhelming consequence is an impoverished 
form of education marked by a combination of ‘contracting curricular content, fragmen
tation of the structure of knowledge, and increasing teacher-centered pedagogy in 
response to high stakes testing’ (Au, 2007) (p. 263).

The lesson seems to be clear. Attempting to change existing institutional structures 
exogenously is likely to be futile – an exercise with many thousands of hours of effort 
spent on arguing for different standards and producing curricula which, like their predeces
sors, will wither on the vine. Instead, we argue that the site of innovation must consist of 
small piecemeal local steps undertaken endogenously in the classroom. If this is to 
happen, there must be space for teachers to follow both theirs and their students’ interests. 
For, if any curriculum is to succeed, teachers must take ownership and transform it into 
something which they perceive to be a meaningful and valued education. To do that they 
must have a degree of flexibility, authority and trust to make it their own. As Ogborn argues: 

One of the strongest conclusions to come out of decades of studies of the success and failure 
of a wide variety of curriculum innovations is that innovations succeed when teachers feel a 
sense of ownership of the innovation: that it belongs to them and is not simply imposed on 
them. (Ogborn, 2002, p. 143)

So, if there is no space for teachers to add, tweak and innovate themselves, there is less 
chance that they will take ownership. Rather, teachers will become the deliverers of some
body else’s vision while their own passions and enthusiasms will be dimmed as their 
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energies are spent grappling with comprehending what it is they are being asked to teach 
(Ogborn, 2002). For instance, the complex nature of the NGSS makes that a challenging 
and time-consuming task – and there is little evidence to suggest that ten years of effort 
have achieved any measurable change in student learning outcomes (Banilower et al., 2018).

Thus, the first step in the road to facilitating any vision such as the one we have pre
sented here is to argue for fewer standards. Fewer detailed checklists. Fewer tests. Instead, 
we need more respect for teachers who must be recognised as professionals. Professionals 
trained and capable of developing and implementing their own local curriculum, guided 
by a broad framework outlining the overall scope and major themes. What Dewey wrote 
over a hundred years ago is as true today as it was then: 

‘The dictation, in theory at least, of the subject matter to be taught, to the teacher who is to 
engage in the natural work of instruction, and frequently, under the name of close supervi
sion, … mean nothing more or less than the deliberate restriction of intelligence, the impri
soning of the spirit. (Dewey, 1916, p. 196)

Essentially what all professionals want – and deserve – is ‘professional space’. They need 
to be afforded agency, the capacity to act, and autonomy, the freedom to act indepen
dently without external control or influence. In short choice and responsibility 
(Hopmann, 2007; van Lier, 1996). Within a highly regulated institutional structure of 
the contemporary school, autonomy will always be limited. But when we lack agency, 
we lack the ability to act and are driven by extrinsic motivation rather than intrinsic 
(Hamilton et al., 2023; Pink, 2011). Respecting the professional capabilities of teachers 
means restoring to them a greater degree of agency. Thus, the ‘way forward’ is to dras
tically curtail the level of top-down, institutionalised demand of standards and curricula. 
This is not to say that there is not a role for scholars, scientists and other stakeholders to 
engage in the debate about what is important. Their work informs both standards and the 
curriculum. Rather it is to acknowledge that successful innovation depends on involving 
the classroom teachers in that discourse. We need to respect those whose task it is to 
implement any changes (such as those advocated in this paper) and build the curriculum 
vessel through dialogue and trust in those who sail it.

One natural consequence of this shift in the locus of control would be the adaptation 
of curricula to particular local contexts, and to the make-up and character of the local 
student population and of the surrounding community. ‘Science for all’ will, as a 
matter of course, have to acknowledge and accommodate diversity – in culture, ethnicity, 
socioeconomic class – in common with other visions of educational change promoted in 
recent years (Bencze et al., 2020; Roth & Lee, 2004; Sjöström & Eilks, 2018). Local adap
tation will also no doubt promote contextualising the science in the social issues and per
sonal concerns that are especially relevant in those local contexts (but which vary widely 
from place to place). We see these as both inevitable and desirable outcomes but leave it 
to others to elaborate on how those approaches might unfold.

Summary and conclusion

We have argued that the current curricular structures of school science are failing the 
needs of most students. Hopes that the latest incarnation of standards – notably the 
Next Generation Science Standards in the US – might offer a transformative curriculum 
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are misplaced. The rise of misinformation in the media (along with those who would 
exploit the epistemic authority of science with plausible sounding scientific arguments 
and cherry-picked evidence), coupled with research which shows how ill-prepared 
young people are to deal with this challenge (Breakstone et al., 2021a), suggests that 
there is an urgent challenge in need of addressing. Preparing students to become compe
tent outsiders, able to deal with ‘science in the wild,’ requires new standards. These must 
place less emphasis on mastering the foundational content and the ‘scientific practices’ 
required for future careers. Rather, any new standards must offer an understanding of 
what the foundations of epistemic trust in science are, the reasoning that has yielded 
such outcomes, and the social practices that ensure the production of reliable knowledge, 
as well as its faithful communication – all of which are elements of the ‘nature of science’. 
Fortunately, a rising tide of scholars and authors are now pointing to how that challenge 
can be addressed effectively (Caulfield & Wineburg, 2023; Kozyreva et al., 2022).

Current standards also fail to represent the intellectual achievement of science and its 
diverse origins; they fail to offer students a justification for the value of the time spent 
studying science; and they fail to provide teachers the professional autonomy they right
fully deserve. If we are to restore trust in science among students, we must first restore trust 
in science teachers themselves. We must give them the space to craft a vision of education 
informed by (and balancing) both general social goals and local needs. We believe that if we 
provide standards and curricula informed by arguments such as those we have made here, 
teachers can transform their classroom, albeit in many different, locally adapted forms, and 
provide a more meaningful and relevant science education for all their students.

Notes

1. The NRC list matches Rudolph’s almost exactly, merely separating the first purpose into 
two: (a) developing the ability ‘to engage in public discussions’; and (b) to become 
‘careful consumers of scientific and technological information related to their everyday 
lives’ (Rudolph, 2022, p. 1).

2. https://mediaengagement.org/research/the-impact-of-disinformation-targeted-at-commun 
ities-of-color/#footnote_3_13595

3. A good example of this is the attempt to undermine any need to do anything about climate 
change by casting doubt on the efficacy of green technologies. See https://counterhate.com/ 
research/new-climate-denial/

4. See Understanding Science (2022) https://undsci.berkeley.edu/the-understanding-science- 
flowchart-text-description/ or OpenSciEd (2024) https://www.openscied.org/why- 
openscied/instructional-model/

5. A similar outcome can be seen in the innovative attempt to replace Algebra II by a Data 
Science course in California – a course offering a mix of math, statistics and computer 
science with widely agreed upon standards. Developed by those who saw Algebra II as a 
gatekeeper to college admission with many inherent inequities for under-served commu
nities, this course was made an alternative to Algebra II for admission to public universities 
in the state in 2019. In 2023, after faculty protests that this course lowered standards, the 
State Board withdrew its endorsement of this alternative on the argument that it was insuffi
ciently rigorous Harmon, A. (2023, July 13, 2023). In California, a Math Problem: Does Data 
Science = Algebra II? New York Times. https://www.nytimes.com/2023/07/13/us/california- 
math-data-science-algebra.html?searchResultPosition=1. Effectively, the demands of higher 
education yet again determine what counts as valued education and attempts to address the 
inequities that surround the role of Algebra II[5] will be thwarted.
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